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Niccolò Mon� (Université Paris 8, Università di Torino) “Is there a machine in this class? The ideology 
of (linguis�c) automa�on” 

Long before large language models, when the advancements in natural language processing had barely 
brought about the earliest text generators, such as ELIZA in 1964, Lewis Mumford was among the first 
scholars to decry how far the educa�on system had abided by the ideology of automation. Mumford 
argued that a new technical paradigm, owing to the spread of industrial ideals to fields other than 
manufacture, was affec�ng the humani�es, just as much as the produc�on of scien�fic demonstra�ons 
and truths in disciplines ranging from biology to physics. He advised against the automation of 
knowledge, and notably of its consequences on educa�on, research, and, more strictly, our concept of 
crea�vity. Mumford’s view, however founda�onal, must be integrated when turning to today’s context 
and to the effects that are specific to LLMs. 

The lecture probes these effects by situa�ng the discussion in the literary field and focusing on three 
separate se�ngs, so as to illustrate how knowledge—and crea�vity—automa�on is carried forth by 
genera�ve AI. The se�ngs are ar�culated through a ques�on each: 

1)     What impact on educa�on can we expect once ChatGPT enters the classroom? The chief 
preoccupa�on is whether the NLP technologies driven by progress in machine learning might 



eventually integrate the teacher’s work in preparing or presen�ng a lesson, or transform such things 
as the way that we conceive of knowledge–verifica�on by means of writen assessments. 

2)     What methodological changes will follow the introduc�on of these tools in the research room? 
The applica�on of quan�ta�ve methods to literary studies has already boosted the current world of 
digital humani�es. ChatGPT and the like might prove a frui�ul addi�on to the researcher’s toolkit, with 
implementa�ons in proofreading, dra�ing, summarizing, edi�ng, transla�ng (including text–to–image 
ekphrasis), in sen�ment or textual analysis, and so on. But, as much as with the previous ques�on, 
some limita�ons must be highlighted. The discussion deals with the ethical and semio�c implica�ons 
of general–purpose language processing machines, whose training datasets may also consist of 
copyrighted material, imprecise documents, stereotyped knowledge, or clichéd linguis�c uses. 

3)     Ul�mately, what opportuni�es and downsides do these machines carry when welcomed in the 
writer’s room? This final sec�on explores how crea�ve wri�ng is transformed by ChatGPT—and in 
general by machine learning. Many writers have employed NLP to experiment with their wri�ng 
techniques. But, if the main concern for the developers of such tools is o�en to generate 
credible language, the issue becomes whether NLP–aided wri�ng has the poten�al to, on one end, 
alter our aesthe�c judgment and values, such as the percep�on of beauty or uncanniness, or, on the 
other end, to alter in a drama�c way the prepara�on of a literary text. 
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Mélanie Jouiteau (CNRS, IKER) Wikigrammars, resource building for low-resource languages: an 
example from ARBRES, wikigrammar of Breton 

This presenta�on proposes a guided tour of a linguis�c resource for a highly endangered Cel�c low-
resource language, Breton. The wikigrammar ARBRES of the Breton dialects is a resource that shows 
useful to different academic and non-academic profiles: the speaking community and language 
experts, philologists and theore�cal linguists, and finally language technology developers. I show how 
this resource incrementally builds ready-to-use material for these mul�ple actors. I propose a return 

https://doi.org/10.48550/arXiv.2304.00008


on experience from 15 years of development, and I discuss the feasibility of such wikigrammars by 
academics. I show how large language models just made them easier to build. 

htps://arbres.iker.cnrs.fr/index.php?�tle=How_to_use_this_website 
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